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Figure 1. Word document templates insert-
ed by AutoHotkey script. (A) An example of a

template that contains placeholders for clin- DIAGNOSIS:
ical information and with patient's name, date

of birth, and specimen labels in the gross

description portion of the template. (B) An
example of a template with the clinical
information section already completed, using
data sent through the interface with a hospital
information system. Abbreviation: EGD,
esophagogastroduodenoscopy.

[Clinical history]
Post-op dx: []
Procedure: []

A

CLINICAL INFORMATION:

GROSS DESCRIPTION:

Part 1. Received in formalin, identified as ######, ##HHt# # (1/19/1919): Duodenal bxs, [GROSS 1]
Part 2. Received in formalin, identified as ######, ##HHt# # (1/19/1919): Gastric bxs, [GROSS 2]
Part 3. Received in formalin, identified as ######, #### # (1/19/1919): Rectal bx, [GROSS 3]

DIAGNOSIS:

Post-op dx: []

B

CLINICAL INFORMATION:
Gastroparesis, right abdominal discomfort rectal bleeding

Procedure: EGD/Colon

GROSS DESCRIPTION:

Part 1. Received in formalin, identified as ######, ##### # (1/19/1919): Duodenal bxs, [GROSS 1]
Part 2. Received in formalin, identified as ####H##, ##HH## # (1/19/1919): Gastric bxs, [GROSS 2]
Part 3. Received in formalin, identified as ######, ####H # (1/19/1919): Rectal bx, [GROSS 3]

enabling tracking different steps during the process from acces-
sioning of the cases to slide viewing by the pathologists.

The grossing process described in the following paragraphs is for
the postvoice recognition period. However, the process is identical
for the prevoice and postvoice recognition period with the
exception that actions related to the Word documents (Microsoft)
are only pertaining to the postvoice recognition period, because in
the prevoice recognition period the transcriptionist typed the
dictations into the Word documents but in the postvoice
recognition period the prosectors handled the preparation of the
preliminary reports while grossing the specimens.

As an integral function of the advanced material processing
module, the scanning of the barcode on the specimen bottle
corresponding to the first specimen of a case will bring up and
display the case information on the PowerPath screen. An open
source automation scripting language for Windows (Microsoft),
AutoHotkey (www.autohotkey.com, accessed February 2, 2020),
was used to write the script that opens up the Word document
corresponding to the case on another screen and inserts a template
into the Word document (Figure 1, A), in response to the scanning
of the specimen bottle.

The square brackets in the template are placeholders so that the
prosectors can use voice commands to navigate the cursor to the
intended location for dictation. As seen in Figure 1, A, the template
contains the patient’s name (replaced with “##H#”), date of birth (an
altered date), and specimen labels, all of which were retrieved from
other parts within the Windows display.

A pathologists” assistant (PA) or technician then dictates the
clinical information provided on the requisition. After that is
completed, the prosector proceeds by first verifying that the name,
date of birth, and specimen designation on the bottle are the same
as what has been automatically constructed in the template. If
everything matches, the prosector will proceed with the actual
handling of the specimen, with or without sectioning, placing the
tissue into 1 or more cassettes. Concomitantly, the prosector
dictates the gross description. After completing the dictation, the
prosector proofreads the gross description for that specimen and
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scans the corresponding cassette(s). As a result, the time elapsed
between scanning the bottle of the first specimen and scanning the
first cassette for the corresponding specimen reflects the time it
takes to open Word document, dictate the clinical information, and
gross in the first specimen.

In a multiple specimen case, scanning the bottle for the next
specimen and scanning the first cassette of the corresponding
specimen denotes the beginning time and end time of grossing the
next specimen. This occurs without the need to open the Word
document or dictate the clinical information. Therefore, it is
reasonable to treat the time spans for the first specimens and
subsequent specimens separately. These time spans served as
objective measurements of the speed of grossing at which the
specimens were grossed in.

After completing the specimen handling and gross dictation of
the entire case, the prosector uses a voice command to save the
preliminary report.

We are currently building interfaces with 1 major client that has
multiple sites of providers. Clinical information can come through
the electronic orders interface and be deposited in a data table in
the PowerPath database. Another AutoHotkey script automatically
retrieves the information from the database, reorganizes and
reformats the information, and then enters the information into the
report (Figure 1, B). This obviates the need for the prosector to
dictate the clinical information. With the exceptions of 1311 recent
cases, the data retrieved and used for analyses are on the cases that
required dictation of clinical information.

To have the study based on a group of relatively homogeneous
and relatively simple specimens, we chose specimens with a
Current Procedural Terminology code of 88305 and fewer than 10
cassettes generated. From January 5, 2011 through December 31,
2019, 767 449 specimens were grossed in, of which 628 177
specimens were such specimens. Specimens with Current Proce-
dural Terminology code of 88305 and with 10 or more cassettes
(5206 specimens) were not included in the study.

Data analysis was performed using an open source programming
language R version 3.6.2 (https://www.r-project.org, accessed
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0.54 and 0.59, slightly less than those for the gradient
boosting machine models. The magnitudes of voice
recognition estimated by these general linear models are
summarized in the Table.

It can be seen from Figure 6 and the Table that adopting
voice recognition has had a negligible effect on the
specimen times. The apparent significant magnitude of
effect of voice recognition on specimen time observed in the
univariate analysis is due to other factors, mainly specimen
complexity and the sense of urgency (number of biopsies
grossed that day).

AutoML (h20) automatically takes care of the nuances of
model selection and model fitting, producing models that
are reasonably appropriate for the data. Therefore, the
outputs of variable importance are also reasonably reliable.

Converting to voice recognition shifts some nontyping
tasks previously performed by the transcriptionists to the
prosectors; these include opening the Word document for
dictation, moving the cursor to the right location in the
Word document for text entry, and saving the Word
document at the end of the dictation. When the text entry
was typed by the transcriptionists, the prosectors did not
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Method of text entry

need to perform any of the above tasks; dictating the
contents of the clinical information and gross description
were the only tasks that the prosectors needed to perform.
Fortunately, these increased burdens to the prosectors are
removed by using computer scripts to automate the
Windows operation.

In addition, the automatic insertion of a gross template
containing case/specimen-specific information, such as
patient’s name, date of birth, and specimen labels into the
Word document for each case reduces the number of words
that the prosectors need to dictate (Figure 1, A). Excluding
the placeholder square brackets, the gross description
template in Figure 1, A contained 39 words; the completed
gross description for that case had a total of 153 words. As
such, 25% (39 of 153) of words in the gross description were
already included in the templates. In addition, some of the
commonly used multiword phrases in gross descriptions
have been made into short 1-word or 2-word Dragon
commands.

The combined results of Windows automation, automatic
templating with case/specimen-specific information, and
short Dragon commands expanding to common phrases for
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Figure 6. The scaled importance of independent variables. The scaled importance of each independent variable for first-specimen time (A) and
subsequent-specimen time (B) were plotted. Number of blocks: number of cassettes for the specimen, gastrointestinal (Gl) specimen: whether the
specimen was a Gl biopsy, gross text length: logarithm of gross description length for the specimen, clinical text length: logarithm of clinical
information text length, sectioned: whether the biopsy was sectioned, number of biopsies: number of biopsy specimens grossed by the prosector in

that day, voice recognition: whether voice recognition was used.

the gross description is a reduced burden of dictation for the
prosectors, which is consistent with the PAs’ subjective
experience too.

Therefore, at first, we were slightly surprised to see the
lack of a significantly favorable impact of voice recognition
on the overall grossing efficiency. However, the rationale
emerges after taking a closer look at the actual grossing
process. The dictation of gross description is an integral
component of the grossing process: it is generally carried
out while the prosectors are manually handling the
specimen. The rate-limiting component of grossing is the
actual specimen handling, not the gross dictation. Therefore,
shortening the time of a component that is not rate-limiting
does not shorten the overall time.

Specimen Time Changes (s) by Models and by
Pathologists’ Assistant (PA)

SSTPA1 FST PA 2

FSTPA 1 SST PA

0 +3 -7 +3

Abbreviations: FST, first-specimen time; SST, subsequent-specimen
time.
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The dictation of clinical information is different in that it is
an activity not overlapping with the specimen handling; the
prosector looks at the requisition while dictating the clinical
information. Looking to the future, with the progression of
our electronic orders interface projects, which will result in a
higher percentage of cases being received electronically and
enabling the clinical information to be entered into the
template automatically (Figure 1, B), we predict a gradual
decrease in first-specimen time.

The strength of this study is the objectivity and the large
quantity of the data and the reproducibility and reliability
of the methodology. The timestamps in the pathology
information system database are the obective records of
grossing activity. The initially retrieved data included 2.2 3
100 timestamps corresponding to 7.6 3 10° specimens, of
which 6.3 3 10° were biopsy specimens. Except for Figure 6
where the data were from the outputs of 4 different best
models, for all other plots, all the steps of the analytic
process, starting from data retrieval from the pathology
information system database, to data preprocessing, to
model fitting, and ultimately to graph plotting, were
performed using R programs. There was no manual
intervention, such as copying data from one place to
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another. Therefore, the entire process was recorded in R
scripts. This made the analysis reproducible and verifiable.
Automated machine learning democratizes the application
of machine learning, making the tools accessible to the
professionals who are familiar with the data and with the
fundamentals of machine learning but not with the
nuances of the underlying implementation. For the model
fitting and model interpretation, such a platform h2o was
used, making the fitting and the conclusions reasonably
reliable.

Summary

Timestamps in the pathology information system data-
base were used as the raw data to objectively calculate the
time spent on grossing each specimen, a measurement of
grossing efficiency. Specimen complexity, interprosector
variability, length of clinical information text (for first-
specimen time), and a sense of urgency with higher number
of biopsies to be grossed were the major determinants of the
efficiency. Adopting voice recognition had a negligible
impact on the biopsy grossing efficiency.

The concurring nature of specimen handling and gross
dictation, with the former as the rate-limiting component, is
the reason that a reduction in the burden of gross dictation
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does not translate into an overall increase in grossing
efficiency.

Since adopting voice recognition in the gross room
removes the need to hire transcriptionists without nega-
tively impacting the efficiency of the prosectors, it results in
an overall cost saving.

In the future, using computer scripting to automatically
insert clinical information received through the electronic
order interface into the report templates has the potential to
increase the efficiency of grossing itself, thereby enabling
additional cost saving.
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