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Objectives.

- Overall, 44,890 attempts (86.1%) were correct. In multivariate analysis, question type emerged as the most significant predictor of student performance, degree of difficulty, and item discrimination, with multiple choice questions being significantly associated with lower mean scores ($P = .004$) and higher degree of difficulty ($P = .02$), but also, paradoxically, poorer discrimination ($P = .002$). The presence of a specimen image was significantly associated with better discrimination ($P = .04$), and questions requiring data interpretation (versus simple recall) were significantly associated with lower mean scores ($P = .003$) and a higher degree of difficulty ($P = .046$).

Conclusions.

- Assessments in medical education should comprise combinations of questions with various characteristics in order to encourage better student performance, but also obtain optimal degrees of difficulty and levels of item discrimination.


There are multiple challenges facing the design and implementation of continuously changing and evolving undergraduate medical education curricula. In terms of content, educators need to include ever-accumulating medical knowledge, modify emphasis and perspective in order to adapt to shifting societal contexts, and attempt to better integrate the dual pillars of basic science and clinical application (as exemplified by learning and practicing evidence-based medicine). In terms of delivery, there is increasing pressure to emulate the competence-based training models adopted in graduate medical education, a desire to embrace more updated and advanced pedagogic techniques (such as self-directed and team-based learning), and a necessity to incorporate current technologic advances in health care (eg, digital and digitized medicine). Students use 3 main approaches to learning and studying: deep/thoughtful (seeking to understand, relating new concepts to prior knowledge, and critically examining evidence); superficial/surface (completing the task, memorizing information, and focusing on individual points without recognizing wider context or reflecting on the process); and strategic/efficient (organizing work, managing time, and aiming to efficiently pass any assessment). In this context, student assessments that are perceived to reward the understanding of knowledge, rather than simple data regurgitation (ie, recall), would encourage deeper learning approaches. Furthermore, assessments that focus on and evaluate clinical reasoning, judgment, management of ambiguity, lifelong learning, and teamwork strategies would appraise learners in a more reliable and comprehensive manner. Assessments should provide both insight into the actual students’ performance as well as the tools to recognize areas for change and improvement, thereby helping students identify and respond to their own learning needs. Therefore, assessments in medical education (quizzes, practical tests, final exams, observations, evaluations, and simulations) have to be accurate, reliable, impactful, and constructive. In particular, formative (as opposed to summative) assessments provide timely feedback and suggestions for improvement and are thus...
uniquely able to contribute to enhanced learning outcomes.15

A formal way to evaluate and improve assessments in order to ensure that they measure and encourage higher-order thinking rather than simple recall of facts is Bloom taxonomy.16 This premise involves the hierarchical ordering of 6 cognitive domains employed with the intention to acquire, retain, and manage knowledge: recall, comprehension, application, analysis, synthesis, and evaluation (also referred to as: remember, understand, apply, analyze, create, and evaluate). Thus, in order to achieve the more desirable higher-order levels of learning, such as synthesis and evaluation, students must first apply the more basic lower-level domains of recall and comprehension. This is particularly applicable to multiple choice questions (MCQs), the most commonly used assessment tool during written examination in medical education, whether in-house at specific medical schools or nationalized, for example, in the US Medical Licensing Examination (USMLE). Accordingly, the National Board of Medical Examiners item-writing guide recommends that both basic science and clinical MCQs begin with a clinical vignette that provides context and requires examinees to determine relevant information by accessing higher-order cognitive skills.17 Nevertheless, studies have reported that, measured this way, the quality of MCQs throughout medical education, and especially during in-house written examinations, is relatively poor, highlighting an area of need in this process.18,19

Undergraduate medical education in pathology has similarly faced significant challenges as it attempts to adjust in this fluctuating environment.20 Although there is great variability among medical schools in the number of instruction hours allotted, educational modalities used, types and content of assessments, and methods of outcome measurements, there is emerging consensus that “evidence-based education” (meaning the use of data to inform decisions about teaching) is an appropriate and worthy goal.21 As such, and mirroring recent advances in graduate medical education, there have been recommendations for the development, implementation, and assessment of core competencies in undergraduate pathology that would function as national standards.22 These competencies would be particularly applicable to schools that implement instruction in the setting of an integrated (as opposed to discipline-specific) curriculum and would focus on the 3 mainstays underlying the central dogma of the pathologic basis of disease, namely, disease mechanisms, organ system pathology, and diagnostic medicine.12

Most schools use a combination of instructional methods, including lectures, image-centered portfolios, case-based teaching, and team-based or self-directed learning, to accomplish these goals in pathology education.23-28 However, there is a lack of robust guidelines and experimental approaches in the evaluation and critical appraisal of these educational interventions.29,30 To that end, we sought to systematically characterize, evaluate, and compare the various types of assessment questions employed within an introductory course in general pathology during the first year of medical school instruction at our institution. Our goal was to use item-level analysis in order to identify specific assessment characteristics that might influence and predict student performance in this setting and to provide data that could be used to guide future evidence-based decision-making in promoting higher-level learning approaches.

MATERIALS AND METHODS

The study was approved by our school’s Institutional Review Board. Deidentified student scores were retrospectively collected during 3 years of instruction (2017, 2018, and 2019). Scores were retrieved from a Web-based course management platform (Blackboard Learn, Blackboard Inc) that administers the assessments and automatically grades and records student attempts. Student attempts were recorded for all assessments (3 short quizzes and 1 longer final examination) in the general pathology course, and average responses (percent correct) were calculated for each question during the 3 events (years). Quizzes occurred once a week, tested new knowledge each time, and were deemed to be formative assessments because they were administered during the course and answers with detailed explanations were provided to the students on an ongoing basis throughout the duration of remaining instruction time. In contrast, the final examination was categorized as a summative assessment because it was administered at the very end of the course, it had a high point value, and it largely evaluated information already tested at least once (during the quizzes) for the purpose of dispensing final course grades.

Each question was characterized across a number of categoric variables, including type of answer option (multiple choice or matching); the presence of a clinical vignette in the question stem (and, if so, whether this vignette was simple or complex); the presence of an accompanying specimen image (gross or microscopic), the depth of information being tested (simple recall or interpretation); the density of knowledge required (first or second order), and the level in a modified Bloom taxonomy pyramid (levels 1 to 3, in increasing order of question complexity). For the final exam, which largely assessed recurring knowledge, questions were also categorized in terms of subject familiarity, that is, whether they tested brand-new information (ie, never before tested) or knowledge repeated from prior assessments (ie, quizzes) and, if so, whether the information tested was repeated verbatim or with slight modifications. Clinical vignettes were designated as simple when specific signs and symptoms were listed, or complex when a synthesis of laboratory and imaging data was required to arrive to a particular conclusion about the patient’s condition and/or diagnosis. Depth of information was defined as the level of data collection required by students in order to answer the question, that is, whether simple recollection of facts was sufficient or whether a certain degree of knowledge interpretation was necessary. Density of knowledge required by students measured the initial level of understanding necessary in terms of whether the question tested direct knowledge (ie, first order) or whether it required deductive reasoning to reach a first level of comprehension before answering (ie, second order).

Item difficulty refers to the proportion of students answering a particular question correctly out of all participants and was graded as follows (according to previously published guidelines): very difficult (hard) if <30%, moderate (ie, the desired range) if 30% to 80%, and easy if ≥80%. Item discrimination, defined as the correlation (2-point correlation coefficient) between a student’s score on a specific item (ie, question) and their score on the entire exam (ie, particular quiz or final examination), was calculated and measured based on the point biserial index (PBI).23 The PBI values were further graded as follows: below 0.2 was considered poor, 0.2 to 0.29 was considered fair, 0.3 to 0.39 was considered good, and 0.4 to 0.7 was considered very good.

Continuous variables (average student scores) were compared across question variables using 1-way analysis of variance. Categoric variables (tiers of item difficulty and item discrimination) were compared using Pearson χ² tests. Multivariable logistic regression was performed using the indicated question characteristics as independent variables, with calculated odds ratio (OR) and 95% CI. For the purposes of statistical analysis, item difficulty levels of very difficult (hard) and moderate (ie, ≤80% overall) were combined and together compared to items of easy difficulty (ie, >80%). For item discrimination, good and very good PBI values were combined (ie, ≥0.3 overall) and compared to poor and fair PBI together (ie, <0.3 overall). Bloom taxonomy level (1–3) was
categorized as an ordinal variable. Questions in the final examination that tested repeated information from prior quizzes (whether verbatim or with slight modifications) were combined and together compared to questions testing new information. Questions with clinical vignettes (whether simple or complex) were compared to questions without. All statistical analysis was carried out using Statistical Package for the Social Sciences software (SPSS, build 1.0.0.1327, copyright 2019, IBM), with $P < .05$ considered significant throughout.

**RESULTS**

General pathology is a 4-week, first-year medical school course at our institution that introduces universal disease concepts and pathogenesis mechanisms before the second-year curriculum delves into more specific organ system pathology. The course is structured across 6 thematic modules (cell injury, inflammation and repair, hemodynamic disorders, immunologically mediated disease, neoplasia, and nutritional pathology), each with 1 or 2 lectures introducing basic concepts followed by small-group laboratory sessions reviewing gross specimens and computer-based microscopic images. In the labs, students in teams of 3 are asked to consider clinical scenarios examining previously introduced concepts as applied to specific patient-based cases. Student assessments during the course consist of 3 formative quizzes (1 at the end of each of the first 3 weeks) covering 1 or 2 modules each, followed by a summative final examination covering material from the entire course. As a result, some of the questions in the final exam may retest knowledge previously assessed in one of the quizzes. The first quiz comprises 15 questions, the second and third quizzes have 20 questions each, and the final exam contains 70 questions, for a total of 125 questions.

These questions were differentiated across a number of characteristics (Figure 1). Of all 125 questions, 103 (82.4%) were MCQs, whereas 22 (17.6%) required matching different answer choices; 77 questions (61.6%) included a clinical vignette in the question stem, 5 (6.5%) of which were complex and 72 (93.5%) were simple vignettes, whereas 48 questions (38.4%) did not contain a clinical vignette; 31 questions (24.8%) contained a specimen image (6 gross, 22 microscopic, and 4 with both), whereas 94 (75.2%) did not. In terms of the depth of information tested, 120 questions (96.0%) were simple recall, whereas 5 (4.0%) required a level of interpretation on the part of the students. As far as knowledge density, 76 questions (60.8%) were first order, whereas 49 (39.2%) were second order. Of the 70 questions in the final examination, 40 questions (57.1%) tested new information, whereas 30 (42.9%) assessed repeated concepts and, of these, 26 (86.7%) contained some similarity to prior questions, whereas 4 (13.3%) repeated concepts verbatim compared with questions in past quizzes.

**Figure 1.** Pie charts illustrating the number (n) and percentage (%) of the total examination questions falling under each category among the characteristics evaluated in the study, including: (A) answer choice type (multiple choice or matching answer), (B) presence and type of clinical vignette in the question stem, (C) presence of a specimen image, (D) information depth (simple recall or interpretation), (E) knowledge density (first or second order), and (F) subject familiarity in the final examination (repeated information tested and, if so, extent of repetitive information). The total number of questions was 125 for all parameters, except for subject familiarity in the final exam, where the total number of questions was 70.
In order to assess the cognitive level required in each question, we employed a 3-tiered modified Bloom taxonomy pyramid, based on previously described recommendations and examples. Briefly, questions were assigned levels across a hierarchic ordering of question complexity, based on specified criteria (Figure 2, A). Level 1, also defined as knowledge (“remember”), required only remembering facts and basic concepts in order to answer the question. Questions of this type typically ask students to define, duplicate, list, memorize, repeat, recall, and state knowledge. Level 2, also referred to as comprehension (“understand”), required a level of understanding on the part of the student before arriving to the correct answer. Such questions used verbs like classify, describe, discuss, explain, and identify. Level 3, also defined as application (“apply”), required students to use acquired information and concepts in new settings and situations and included questions with wording such as connect, execute, implement, solve, use, and demonstrate. To minimize subjectivity in the application of these criteria, we used an algorithm in order to assign Bloom levels to examination questions, according to our defined parameters (Figure 2, B). Bloom level 1 questions tested simple recall and required first-order density of knowledge. Bloom level 2 questions still assessed simple recall, but they required a certain level of understanding of the concepts involved (second order). Finally, Bloom level 3 questions necessitated a deeper level of information understanding (interpretation, not just simple recall) and were second order in terms of knowledge density. Based on this taxonomy, 76 of 125 questions (60.8%) were classified as level 1, 44 (35.2%) were level 2, and 5 (4.0%) were level 3. There were no first-order questions requiring interpretation.

We collected student scores for all 125 assessment questions during 3 class years (2017, 2018, and 2019), comprising 417 students (138, 139, and 140 students, respectively) for a total of 52,125 scored attempts. Each of these attempts had been marked as correct or incorrect, and there were 44,890 correct answers overall, leading to an all-inclusive correct score of 86.1%. Percent correct scores were subsequently broken down according to question characteristics (Table 1). In univariate analysis, students scored significantly lower in MCQs as opposed to questions with matching answers \( (P = 0.02) \), in questions requiring interpretation as opposed to those testing simple recall of information \( (P = 0.003) \), and in questions of Bloom level 3 significantly lower than in Bloom level 1 \( (P = 0.01) \).

Table 1. Average Student Scores (Percent Correct) for Questions With Various Characteristics

<table>
<thead>
<tr>
<th>Question type</th>
<th>Average Score ± SD, %</th>
<th>( P ) Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P ) Value</td>
<td>Univariate</td>
<td>Multivariate</td>
</tr>
<tr>
<td>Question type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple choice</td>
<td>84.85 ± 14.04</td>
<td>.02*</td>
</tr>
<tr>
<td>Matching</td>
<td>92.06 ± 6.47</td>
<td></td>
</tr>
<tr>
<td>Clinical vignette</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>87.05 ± 11.76</td>
<td>.54</td>
</tr>
<tr>
<td>Present</td>
<td>85.54 ± 12.22</td>
<td></td>
</tr>
<tr>
<td>Simple</td>
<td>86.22 ± 12.58</td>
<td>.48</td>
</tr>
<tr>
<td>Complex</td>
<td>73.73 ± 30.11</td>
<td></td>
</tr>
<tr>
<td>Specimen image</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>86.76 ± 12.38</td>
<td>.36</td>
</tr>
<tr>
<td>Present</td>
<td>84.20 ± 15.85</td>
<td></td>
</tr>
<tr>
<td>Information depth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple recall</td>
<td>86.83 ± 12.09</td>
<td>.003*</td>
</tr>
<tr>
<td>Interpretation</td>
<td>69.25 ± 27.70</td>
<td></td>
</tr>
<tr>
<td>Knowledge density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>First order</td>
<td>86.63 ± 12.52</td>
<td>.59</td>
</tr>
<tr>
<td>Second order</td>
<td>85.33 ± 14.53</td>
<td></td>
</tr>
<tr>
<td>Bloom taxonomy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>86.63 ± 12.52</td>
<td>.01*</td>
</tr>
<tr>
<td>Level 2</td>
<td>87.15 ± 11.44</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>69.25 ± 27.70</td>
<td></td>
</tr>
<tr>
<td>Subject familiarity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New information</td>
<td>84.20 ± 11.87</td>
<td>.001*</td>
</tr>
<tr>
<td>Repeated information</td>
<td>92.46 ± 7.67</td>
<td></td>
</tr>
<tr>
<td>Some similarity</td>
<td>92.93 ± 6.97</td>
<td>.40</td>
</tr>
<tr>
<td>Verbatim</td>
<td>89.42 ± 12.21</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviation: N/A, not applicable.
* Statistically significant \( P \) values (ie, <.05).
Students also had significantly higher scores in questions of the final examination containing repeated information from prior quizzes ($P = .001$), even though within this group, students did better on questions with some similarity as opposed to verbatim repeated questions (but the difference between the last 2 variables was not significant). Questions with lower mean scores also included those containing clinical vignettes, specimen images (whether gross or microscopic), and second-order questions, but these differences did not reach statistical significance. In multivariate analysis using only variables that reached significance (ie, question type, information depth, and Bloom taxonomy level, all with $P < .05$) and excluding subject familiarity (which concerned questions on the final exam only), both question type and information depth characteristics retained statistical significance. Students were significantly more likely to score higher in questions with matching answers compared with MCQs ($P = .004$) and in questions testing simple recall as opposed to those requiring some interpretation ($P = .003$).

Degree of difficulty (easy, moderate, or very difficult/hard) was determined for each assessment question as described in Materials and Methods, and questions were compared across their various characteristics in terms of being easy or moderate–hard (Table 2). In univariate analysis, MCQs were significantly more difficult than matching questions ($P = .01$), and questions assessing data interpretation were more likely to be of moderate difficulty or hard compared with questions testing simple recall, although this did not quite reach statistical significance ($P = .07$). Questions with clinical vignettes (especially complex ones) and specimen images, second-order questions and questions of higher Bloom taxonomy level were slightly more difficult, but these differences were not significant. Unsurprisingly, questions with a familiar subject (in terms of being repeated from earlier assessments) were easier (even though within this group, questions repeated verbatim from prior quizzes were harder), but this did not reach statistical significance. Question type and information depth (variables that reached or approached significance in univariate analysis, ie, $P < .10$) both retained statistical significance when compared in multivariate analysis. Multiple choice questions were significantly more difficult than matching questions ($P = .02$) and, when present, MCQs increased the likelihood of the degree of difficulty being designated as moderate or hard by an OR of 15.4 (CI, 1.4–166.7). Similarly, questions requiring data interpretation were significantly more likely to be designated as moderate or hard in terms of difficulty ($P = .046$) and, compared with simple recall questions, increased that likelihood with an OR of 12.7 (CI, 1.1–153.9). Similarly, questions requiring data interpretation were significantly more likely to be designated as moderate or hard in terms of difficulty ($P = .046$) and, compared with simple recall questions, increased that likelihood with an OR of 12.7 (CI, 1.1–153.9). Finally, the extent of item discrimination (very good, good, fair, or poor) was determined for each question as described in Materials and Methods and compared across assessment characteristics (Table 3). In univariate analysis,
matching type questions had better discrimination compared with MCQs ($P = .003$), as did questions with a specimen image, the latter approaching but not quite reaching significance ($P = .07$). The presence of a clinical vignette, information depth, degree of knowledge density, level of Bloom taxonomy, and subject familiarity did not significantly correlate with the discriminating ability of assessment questions. In multivariate analysis including question type and presence of a specimen image as variables ($P < .10$), both remained statistically significant. Questions requiring matching answers showed better ability at discrimination among students ($P = .002$), and when present, increased the likelihood of a question being able to have good or very good discrimination by an OR of 4.6 (CI, 1.7–12.4). Similarly, a specimen image increased the student discrimination of a given question ($P = .04$), and when present, increased the likelihood of good or very good discrimination by an OR of 2.6 (CI, 1.1–6.2).

### DISCUSSION

In this study, we identified assessment question characteristics that are associated with student scores, degree of difficulty, and item discrimination during a first-year introductory course in pathology. Specifically, multivariate item-level analysis of 52 125 attempts showed that MCQs (versus matching answer) and those requiring some interpretation of data (as opposed to simple recall) resulted in lower scores and were more likely to be hard or moderately difficult. In addition, questions with matching answers and those including a gross or microscopic specimen image were more likely to be associated with good or very good discrimination among students.

As medical faculty aim to improve the quality of administered assessments, they may lack appropriate familiarity, expertise, and training in the composition and evaluation of exam questions and in the interpretation of performance data, such as item-level analysis. In particular, it is proposed that MCQs may be able to provide adequate discrimination among students, but they are often thought to assess lower-order (recall) skills rather than higher-order thinking and comprehension. Thus, although item-level analysis reports provide data on the difficulty level and discrimination ability of assessment questions, guidelines have been developed to help faculty interpret and correct outliers based on this methodology. For example, at the University of Michigan Medical School, a document titled “Guidelines for Interpreting Item Analysis Reports” provides basic definitions of these metrics and recommendations for using the data contained therein during decision-making in the evaluation and revision of assessment questions. These guidelines include reviewing items with a difficulty index ≤50% (particularly if also <0.50 in the discrimination scale), reviewing items with a nonsignificant (ie, poor) PBI (<0.20) if difficulty index is ≤75%, and...
dropping items with a negative discrimination index. Based on these guidelines, 3 of 125 questions (2.4%) in our assessments would require a review/revision and 6 (4.8%) would need to be dropped. Although we did not retroactively apply any grade adjustments based on items that should have been dropped, it is our hope that future assessments based on guidelines such as these will lead to increased satisfaction among students and faculty in terms of grades accurately reflecting and evaluating knowledge.

Overall, calculated difficulty indices in our study tended to correlate with student scores across question types, and, for the most part, question types with increased difficulty also had better discrimination. Although MCQs, those requiring interpretation, Bloom taxonomy level 3 questions, and those testing new information were all associated with lower student scores, only MCQs and those necessitating information interpretation remained significantly associated with lower performance on multivariate analysis and were also independently associated with higher degrees of difficulty. Multiple choice questions have been associated with a phenomenon called cueing, which refers to the fact that answer choices, when provided, allow examinees to recognize the correct option when they may not have been able to do so otherwise, in the absence of answer options. This would be especially problematic when measuring skills related to real-life diagnostic and clinical reasoning where answer options are not available and where premature decision-making may be detrimental to patients’ health outcomes. To ameliorate this, it has been proposed that matching answer-type questions are used, which minimize cueing (because all possible options are usually provided).

Our results indicate that matching answer questions also achieve better discrimination than MCQs, despite being associated with higher student scores and a lower degree of difficulty. This may be ideal because it attains performance discrimination among students without unnecessarily difficult questions that may otherwise discourage learner participation and engagement.

Prior studies have found that recall questions may be less difficult and less discriminating than questions with clinical vignettes during first-year medical school exams, even though these differences tend to disappear during the second year. We similarly observed that simple recall questions were significantly less difficult, even though they were not less discriminating. An important difference, however, was that we compared simple recall questions to those requiring interpretation rather than vignette questions, and the latter categories did not align in our data, even when considering complex vignettes. Initial test question-writing guidelines seemed to favor MCQs with stems that were short, easy to read, and free of extraneous information, but which, however, may end up testing simple recall of facts rather than the desired higher-level thinking.

Thus, in recognition of the ambiguity and uncertainty often encountered in clinical care and of the need for students to learn to familiarize and acclimate themselves to this reality, the USMLE has transitioned to completely vignette-based stems. Reflecting this change, most questions (62%) in our assessments featured a clinical vignette, which, however, did not result in greater difficulty or better discrimination among students. Interestingly, other studies have found that clinical vignettes in the question stem are associated with better discrimination but only among second-year, as opposed to first-year, medical students. It would therefore be important to examine the frequency of questions with clinical vignettes as well as their relative contribution to student performance and item discrimination in other courses in our school, particularly as students progress through the medical education curriculum toward clinical clerkships.

An interesting finding of this study concerns the fact that image-based questions, whether gross or microscopic, were independently correlated with better student discrimination, even though they were not significantly associated with lower student scores or with higher degrees of difficulty. It is tempting to speculate that the elucidation of medical data depicted in a specimen image may require a different set of skills that, although not directly associated with poorer scores, may identify students who are able to better analyze visual information. Interestingly, this may be specific to medical specialties, such as pathology and radiology, that rely heavily upon such types of interpretation. The absence of images from medical school assessments (even in our pathology course only 25% of all test questions contained an image) and students’ discomfort in their interpretation may exacerbate some of the deficiencies of medical graduates as they pursue these particular specialties. Importantly, a question with an image may still test memorization skills (ie, simple recall) rather than deductive reasoning if it includes an image that was previously shown, for example in a lab or lecture. Importantly, of 31 questions with an image in our assessments, 4 (12.9%) required interpretation (versus simple recall), significantly more than the 1 of 94 questions (1.1%) without an image requiring interpretation (P = .02), perhaps suggesting a reason for the better discrimination observed with these types of questions in our study. Underscoring the hypothesis that images may be particularly important for item discrimination but only in medical disciplines concerned with disease diagnosis, such as pathology, a study of normal histology MCQs found no differences in difficulty or discrimination between questions with an illustration and those without.

The Bloom taxonomy has been often used to assess students’ critical thinking skills and to determine whether higher-order MCQs encourage deeper conceptual understanding of medical and scientific concepts. Some authors have found that higher-level Bloom taxonomy items correlate with higher discrimination and difficulty indices, particularly in earlier, formative assessments. Although they are hierarchically ranked, the various levels in a Bloom taxonomy are not meant to be directly analogous to degrees of difficulty. Thus, just because a question is testing basic recall does not necessarily mean it has to be easier than a higher-order question, particularly if the content being assessed is obscure, detailed, or esoteric. Similarly, item discrimination should not automatically improve with questions of a higher Bloom taxonomy level. The intent of Bloom taxonomies is to measure the cognitive level associated or targeted with each question and only secondarily to determine whether students are having difficulty with such higher-level questions. Underscoring this fact, our data suggest that, although students performed worse on average with questions of higher levels in our Bloom taxonomy, these did not have higher degrees of difficulty and were not better able to discriminate between students.

The criteria that define assessments of good quality are continuously updated, particularly as they pertain to the ultimate purpose of the assessment (ie, whether summative or formative) and the vested interest of respective stake-
holders (eg, students, faculty, administration). Thus, although particular characteristics, such as exam length or test-taker cohort size, may influence the evaluation of individual assessments, item difficulty and discrimination are universally accepted as quality criteria in medical literature. Nevertheless, alternative approaches, such as using open-book tests for formative assessment or employing different question formats (eg, essay, open-ended, uncued) have been recommended for use, especially in order to test higher-level problem-solving skills and provide effective discrimination among students. However, it is still not entirely clear that these types of questions offer a better appraisal of higher-order cognitive functioning or contribute to assessments of higher validity. Ultimately, the goal should be assessments with a combination of questions of varying difficulty and item discrimination that are able to identify both students struggling with the material as well as concepts that are not effectively taught. In that respect, assessments should be specifically connected to articulated medical education program objectives and associated with efforts to increase individual student learning (“assessment for learning”).

This study has a few limitations. Given its design nature (retrospective data collection from a single institution), the study’s findings may not be easily generalizable. Differences in frequency, content, and length of assessments may prohibit the application of our conclusions to other medical education settings. This is especially true because most schools do not offer an introductory, stand-alone course in general pathology. Furthermore, because grading scales are not uniform between medical schools, inferences about degree of difficulty and item discrimination may not be transferable to other courses. Nevertheless, studies have found that preclinical course grades in pathology are the strongest predictor of performance in USMLE Step exams, and thus evaluating pathology assessments may offer precious insight on students’ future achievement. On the other hand, our study evaluated question characteristics as they apply specifically to undergraduate medical education in pathology (eg, in terms of including a specimen image), and our conclusions may be valuable to other pathology instructors. We tried to minimize sampling, selection, and reporting bias by including all assessment questions in our analysis, by using standardized definitions for difficulty and discrimination indices, and by using an objective algorithm for the assignment of Bloom taxonomy levels. Finally, the inclusion of a large number of scored attempts and the use of robust statistical analysis allowed us to interpret our results with some confidence.

In conclusion, our findings suggest that certain types of assessment questions, particularly MCQs and those testing deeper levels of information (ie, interpretation) are associated with lower student scores and higher degrees of difficulty whereas others, such as matching answer-type and those containing a specimen image, are better at discriminating among students’ performances. Therefore, assessments in medical education should include various combinations of question types as needed in order to achieve optimal levels of student performance in terms of difficulty and discrimination.
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